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Abstract
Crisis management systems would benefit from exploiting human observations of disaster sites shared in near-real time via microblogs,
however, utterly require location information in order to make use of these. Whereas the popularity of microblogging services, such
as Twitter, is on the rise, the percentage of GPS-stamped Twitter microblog articles (i.e., tweets) is stagnating. Geo-coding techniques,
which extract location information from text, represent a promising means to overcome this limitation. However, whereas geo-coding
of news articles represents a well-studied area, the brevity, informal nature and lack of context encountered in tweets introduces novel
challenges on their geo-coding. Few efforts so far have been devoted to analyzing the different types of geographical information
users mention in tweets, and the challenges of geo-coding these in the light of omitted context by exploiting situative information. To
overcome this limitation, we propose a gold-standard corpus building approach for evaluating such situative geo-coding, and contribute
a human-curated, geo-referenced tweet corpus covering a real-world crisis event, suited for benchmarking of geo-coding tools. We
demonstrate how incorporating a semantically rich Linked Open Data resource facilitates the analysis of types and prevalence of geo-
spatial information encountered in crisis-related tweets, thereby highlighting directions for further research.
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1. Introduction
Social Media for Crisis Management. Nowadays, timely
situational update information on crisis events can fre-
quently be retrieved from social media, such as eyewitness
reports of disaster sites shared via microblogging1 (Olteanu
and others, 2015). Whereas initial prototypes have already
demonstrated the potential of incorporating social media
data, such as Twitter microblog articles (i.e., tweets), in
emergency management systems (cf. surveys in (Imran
and others, 2015; Salfinger and others, 2015a)), these ut-
terly depend on location information, as emergency man-
agers and first responders ultimately need to know where
their assistance is required. Therefore, the actual sparsity
of GPS-tagged tweets (Gelernter and Mushegian, 2011; Im-
ran and others, 2015; Schulz and others, 2013) represents a
major bottleneck for exploiting social media data for crisis
management, requiring additional means to utilizing GPS
tags to obtain essential location information. Apart from
locations actually associated with the tweet’s author (the
user’s current location and location profile (Ikawa and oth-
ers, 2013)), location information can also be extracted from
its textual content.
Extracting Location Information. However, the detection
of place names in such free-form text (i.e., toponym recog-
nition or geo-parsing), and the mapping of a place name
to its corresponding geographic location by assigning ap-
propriate coordinates (i.e., disambiguation, toponym reso-
lution, geo-coding or (spatial) grounding) (Leidner, 2007;

1Examples of microblogging platforms include Twitter
(www.twitter.com), Tumblr (www.tumblr.com) and Sina Weibo
(www.weibo.com).

Martins and others, 2005), represents a non-trivial task
due to both, geo-/non-geo-ambiguity2, as well as geo-/geo-
ambiguity3 (Amitay and others, 2004). Whereas traditional
news articles frequently allow to resolve these ambiguities,
since these provide their reader with contextual informa-
tion required to understand the situation described therein,
the ultimate brevity and real-time nature of tweets introduce
unprecedented challenges on their geo-coding: Tweets are
typically written in informal, localized language and ex-
pose specific characteristics — for instance, location in-
formation may also be obscured in multi-word hashtags
(e. g., “#Hawaiihurricane”, “#bigislandoutage”). To meet
the imposed length limitations4, tweets frequently lack dis-
course context, as humans tend to omit contextual infor-
mation that is shared between the correspondents5. Thus,
this context deletion represents a severe obstacle for an au-
tomated extraction of (otherwise valuable) situational up-
date information from social media. Consequently, geo-
referencing of tweets needs to stretch beyond conventional
topoynm recognition and resolution, as developed for news
prose (e.g., (C. D’Ignazio and others, 2014; Leidner and
Lieberman, 2011; Lieberman, 2012; Quercini and others,
2010; Samet and others, 2014)) and longer web documents

2For example, “Jordan” may refer to a basketball player or a
country.

3For example, “Sydney” may refer to a city in Australia or
Canada.

4Up to 140 characters per tweet.
5For instance, Vieweg et al. could identify several tweets

where people simply referred to “the river” when actually mean-
ing the “Red river” in their studies of tweets on the Colorado
flooding events in 2009 (Vieweg and others, 2010).



(such as Wikipedia or online news, e.g., (Amitay and oth-
ers, 2004; Woodward and others, 2010)).
Disambiguation Context. Although geo-coding ap-
proaches fine-tuned towards the characteristics of tweets
have been developed (Flatow and others, 2015; Gelernter
and Balaji, 2013; Ikawa and others, 2013; Karimzadeh and
others, 2013; Schulz and others, 2013), current approaches
provide limited account for this context deletion: Dur-
ing the development of our social media-sensing Situation
Awareness system for crisis management (Pröll and others,
2013; Salfinger and others, 2015b; Salfinger et al., 2016a;
Salfinger et al., 2016b), we encountered many tweets that
were not appropriately resolved by presently available geo-
coding tools. From our empirical observations, we noted
that such toponym resolution errors frequently could be
attributed to the common error of not incorporating suffi-
cient context for toponym disambiguation, which can be
classified into the following two context classes: (i) “in-
tweet-context”, i.e., unambiguous toponym disambiguation
within a single tweet is possible based on the joint con-
text of all location mentions occurring in this tweet, and,
(ii) “between-tweets-context” or “situative context”, which
refers to the event-level context of the monitored scenario
- i.e., the associated event-context would allow to derive
valuable disambiguation cues guiding toponym resolution,
as proposed in (Salfinger et al., 2016b).
Ground-truth Data Sets. In order to examine and system-
atically study the challenges of toponym disambiguation,
however, a ground-truth data set would be required, which
reflects the way a human monitoring the crisis scenario
would resolve encountered location descriptions by incor-
porating contextual reasoning. Although valuable work on
corpus-building of geo-parsed and/or geo-referenced tweet
corpora have been undertaken (which we will review in
Sec. 2.), these mainly focus on general toponym recog-
nition aspects, such as identification of proper place names
(Wallgrün and others, 2014), or detection of locative ex-
pressions without considering the mapping of these to real-
world locations (Liu and others, 2014). Little focus so far
has been on studying toponym disambiguation problems,
especially from the social media-specific context deletion
perspective. Therefore, we set to systematize and share our
experiences by creating a human-curated ground-truth data
set suited to study such geo-coding challenges from a crisis
management perspective.
Linked Open Data. However, the creation of such a
shareable evaluation data set for toponym resolution tasks
is complicated by the inter-dependency between the em-
ployed geographical reference frame, i.e., the topographi-
cal information used to determine the mapping from tex-
tual entities to geographical space, and the resulting geo-
referenced corpus. Thus, corpora created with different
geographical reference frames may not be directly com-
parable to each other (e.g., due to different toponym res-
olution granularity) (Leidner, 2006). Recently, however,
the growth in Linked Open Data (LOD) initiatives provides
a remedy towards this problem: Geographical ontologies,
such as GeoNames6, represent a semantically rich, compre-

6http://www.geonames.org

hensive and global-coverage source of geographical knowl-
edge, providing an extensive basis for geographical ref-
erence, and tend to become the de-facto standard for ge-
ographical reference sources utilized in geo-parsing tools
(Wallgrün and others, 2014).
Contributions. Therefore, we introduce a gold-standard
corpus building methodology involving publicly available
annotation tools and LOD to create shareable language re-
sources (LRs) for studying situative toponym resolution,
and report on the resulting corpus building initiative. We
propose an event-driven corpus sampling strategy to allow
for incorporating situative context, an annotation schema
involving a LOD resource which also comprises annota-
tion types for assessing implicitly specified geographical
information, describe the developed annotation process,
and contribute the resulting human-curated, geo-referenced
gold standard tweet corpus on a specific crisis event for
benchmarking and training of geo-coding techniques. We
further outline how the semantic richness of the employed
LOD resource benefits the analysis of the resulting corpus,
by examining the types and prevalence of geo-spatial in-
formation encountered in this corpus from a crisis man-
agement perspective. We specifically also assess implicit
and qualifying geo-spatial information to outline which po-
tentially valuable spatial cues could be exploited for cri-
sis management applications, but which remain unused by
presently available geo-coding tools, thereby indicating di-
rections for further research. This is further underpinned
by a comparative evaluation of state-of-the-art geo-parsing
tools on this data set, which highlights current performance
limitations. We hope that our proposed methodology en-
courages similar initiatives in creating sharable LRs sup-
porting the analysis of situative geo-coding.
Structure of the Paper. In the next section, we compare
our approach to related endeavors on gold standard corpus
building for geo-coding purposes. In Sec. 3., we describe
the set-up of our collaborative annotation project, before
analyzing the resulting gold standard corpus in Sec. 4.,
and concluding our lessons learned in Sec. 5.

2. Related Work
In this section, we explain how our gold standard corpus
creation extends valuable findings reported in other work.
We first assess related tweet corpora, before discussing
more widely related work on news corpora.
Social Media. Gelernter and Mushegian describe the build-
ing of a geo-annotated tweet corpus on the 2011 earthquake
in Christchurch, New Zealand (Gelernter and Mushegian,
2011), thus, focusing on a specific crisis event, as in our
study. Whereas they defined a location upon a diverse set
of types (such as countries, buildings, street addresses) and
also incorporated hashtags and abbreviations, as well as
generic places, i.e., non-proper place names (e. g., “city”,
“house”, “home”), they did not devise a specific annota-
tion scheme for discriminating these types in order to study
the distribution of encountered types, as in our approach.
They neither did include place names being part of multi-
word tokens, which we included to examine the frequency
of place names encountered in multi-word hashtags.
Wallgrün et al. employed a crowd-sourcing approach to



Table 1: Comparison of highly related approaches. Abbreviations: ? = not stated, K = 1000

Annotations Corpus Characteristics

Approach
Toponym
Recognition

Locative
Expressions

Toponym
Resolution

Employed Geographical
Gazetteer

Event-specific Annotators/Message Volume

(Gelernter and Mushegian, 2011) 3 ? ? — 3 3 1.4K
(Liu and others, 2014) 7 3 7 — 7 3 1K
(Wallgrün and others, 2014) 3 7 planned GeoNames 7 5 6K
this work 3 3 3 GeoNames 3 3 4K

create a geo-annotated tweet corpus, and provided an exten-
sive discussion of encountered annotator errors (Wallgrün
and others, 2014). 6K tweets have been annotated for iden-
tified place names in a crowd-sourcing project on the Ama-
zon Mechanical Turk platform, which, as opposed to our
approach, were not confined to a specific event, but sam-
pled according to different criteria. In the present work, we
base upon their findings by incorporating their characteri-
zation of annotator errors into the definition of our anno-
tation schema. Furthermore, Wallgrün et al. proposed to
employ the GeoNames ontology for toponym resolution,
which they planned to address in future work. Follow-
ing their suggestion, our annotation schema thus encodes
manually resolved toponyms by their Geonames identifiers
(IDs). However, whereas Wallgrün et al. solely focused
on proper place names, our annotation schema also in-
volves annotation types for resolving implicitly stated geo-
spatial information, since we also aimed at detecting im-
plicit or vague spatial information in order to quantify the
proportions and types of implicit information encountered
in crisis-related tweets.
Liu et al. focused on the annotation of Locative Expressions
(LEs) on corpora of different web document types (e.g.,
Twitter, Blogs, Youtube comments) (Liu and others, 2014),
i.e., any expressions referring to a location (such as “in my
cozy room”, “at home” or “around the city”). Their man-
ually annotated corpora provided the basis for comparing
Precision, Recall and F-score of six different geoparsers.
Their focus, however, has been on entity recognition, i.e.,
identifying the text chunks comprising LEs, not on their ac-
tual geo-coding (i.e., mapping to geographic coordinates).
The data sets for evaluating the geo-coding techniques pro-
posed in (Flatow and others, 2015; Schulz and others, 2013)
use the GPS locations of the user’s device as geo-reference.
However, the user’s current location may be disparate from
the focused location (Ikawa and others, 2013) of the tweet,
i.e., the location the user writes about, which is actually the
location of interest in our crisis management application
domain.
News Articles. Extensive studies on toponym resolution
have been conducted by J.L. Leidner, however, with a fo-
cus on news prose (Leidner, 2006; Leidner, 2007). The two
human-curated gold standard datasets created in the course
of this work (Leidner, 2006) therefore consist of news arti-
cles obtained from the REUTERS Corpus Volume I.
Since toponym recognition and resolution also represent
core algorithmic tasks for Geographical Information Re-
trieval Systems (Geo-IR), the need for standardized eval-
uation procedures and appropriate benchmarking data sets
also led to corpus building efforts in this research domain
(cf. (Martins and others, 2005) for an overview), however,

with a focus on newswire texts (e. g., Geo-IR evaluation
tracks GeoCLEF7 2005, 2006, 2007 and 2008).

3. Methodology
In the present section, we describe our gold-standard corpus
building methodology, for which we followed the best prac-
tice guidelines on collaborative annotation projects sug-
gested in (Sabou and others, 2014).
Scenario. Due to our application domain of crisis man-
agement, we pursued an event-driven approach for corpus
sampling, by assembling a corpus characterizing a specific
real-world crisis event. Our initial tweet corpus has been
retrieved with the aim of monitoring the effects of hurri-
canes Iselle and Julio on the Hawai’ian islands, in August
20148. We recorded tweets matching keywords associated
with that crisis9 from the public Twitter Stream10, yielding
roughly 212 600 tweets collected between August the 9th to
21st, 2014. This event-driven approach allows us to study
the challenges of geo-locating tweets within a real-world
crisis context, as opposed to open-domain geo-coded cor-
pora, such as created in (Wallgrün and others, 2014). We
can thus specifically examine whether the studied tweets
also contain context-sensitive geo-spatial information, i.e.,
information which cannot be interpreted if the general event
context is lacking, thus making it impossible even for hu-
man annotators to understand. The selected data set con-
forms to a highly-localized event, involving small-scale
locations on the Hawai’ian islands. Hawai’i furthermore
proves to be challenging with respect to (w.r.t.) toponym
resolution, since it comprises many ambiguous locations
(i. e., multiple locations with the same name exist on differ-
ent islands, e. g., Wailea, Wailua) which need to be properly
resolved to aid crisis management tasks.
Corpus Sampling. In order to optimize the allocation of
human work force, we designed a dedicated data prepro-
cessing protocol to narrow down the data set to a manage-
able yet representative proportion of the collected tweets,
and eliminate near-duplicate tweets. We restricted our data
set to English-language tweets (provided by the tweet’s lan-
guage tag) in the time range between Aug., 9th - 16th,
2014, resulting into 137K tweets, 83K of those were actu-
ally textually distinct. In the first step, background knowl-
edge regarding the monitored events was employed in or-

7http://ir.shef.ac.uk/geoclef
8www.latimes.com/nation/nationnow/la-na-nn-hawaii-storm-

iselle-juliio-20140808-story.html
9tracked by a filter query leaving language and location delib-

erately unspecified and the following keywords: Hurricane, #Hur-
ricaneIselle, #HurricanePrep, #hiwx, #HIGov, Iselle, #updatehur-
ricaneiselle, #Genevieve, #Iselle, #Julio

10Twitter Streaming API: https://dev.twitter.com/streaming/public



der to reduce the data set to presumably disaster-relevant
tweets. This is due to the fact that keyword-based queries
frequently return tweets not related to the disaster, i.e., in
which the corresponding term is used in a different con-
text (e. g., “#Mystery, #Romance #Humor a #Hurricane’
what more could you want! http://t.co/13el5JKptR @rp-
dahlke #Bargain 99”). We also included several location
terms, a-priori known to be crisis-relevant in the chosen
scenario, in this initial filtering11 to guarantee a high num-
ber of geo-referenceable tweets. Furthermore, we wanted
to investigate user-generated content (i. e., tweets ideally
written by human on-site observers), as opposed to the
plethora of tweets containing news headlines, which refer
to news articles and external web sources, since our major
goal was studying the characteristics of social media and
not - unintentionally - examining news prose. According
to our empirical analysis, tweets referring to and advertis-
ing external content (e.g., consisting of news headlines and
a URL to the corresponding news agency) tend to corre-
late with specific Twitter clients12 (e. g., IFTTT and Hoot-
suite, a social media marketing tool for enterprises). We
therefore filtered the tweets on Twitter clients that, accord-
ing to our experience, more likely contain original con-
tent13. By focusing on content sent from mobile devices,
we thus seek to increase the proportion of content pub-
lished by end-users with a non-commercial focus. We fur-
ther noted that even after filtering on textual distinctness,
in a semantic sense, many duplicates remain. This is at-
tributable to the different URLs generated from URL short-
eners, which are commonly employed on Twitter to meet
the strict length limitations. Thus, we receive many dupli-
cates in terms of slightly modified and “broadcast” mes-
sage content, such as “Pound of prevention’ pays off for
Hilo Medical Center during Iselle http://t.co/HSl9pX9JEI
#hawaii” and “Pound of prevention’ pays off for Hilo Medi-
cal Center during Iselle: Hilo Medical Center had to switch
to gen... http://t.co/HHXodZT0O0”. We therefore aimed
at eliminating the effect of shortened URLs by replacing
them with a specific token. Upon this URL-coding, we
could discard tweets which have a too low string distance
to other tweets, by using the stringr and stringdist
R packages to filter out textually highly similar tweets
(M.P.J. van der Loo, 2014).
Annotation Schema. We provided our annotators
with a dedicated annotation schema for marking explicit
and implicit spatio-temporal information encountered in

11Notably, filtering on the following terms: “Hawaii”, “Pahoa”,
“Puna”, “Kona”, “Hilo”, “iselle”, “honolulu”, “oahu”, “maui”,
“kauai”, “BigIslandOutage”, “big island”, “#HIwx”, “HELCO”

12The Twitter client the tweet has been sent with can be re-
trieved from the tweet’s meta-data.

13Twitter for iPad (http://twitter.com/#!/download/ipad),
Twitter for iPhone (http://twitter.com/download/iphone),
OS X (http://www.apple.com/), Twitter for Windows Phone
(http://www.twitter.com), Twitter Web Client (http://twitter.com),
Facebook (http://www.facebook.com/twitter), TweetDeck
(https://about.twitter.com/products/tweetdeck), Twitter for
Android (http://twitter.com/download/android), Twitter for An-
droid Tablets (https://twitter.com/download/android), Instagram
(http://instagram.com), Instagram (http://instagram.com), Mobile
Web (M2) (https://mobile.twitter.com)

tweets, and geo-referencing this information based on a
semantically-rich LOD resource, the GeoNames ontol-
ogy14. By linking to the corresponding ontology instances,
we are not only able to unambiguously refer to a specific to-
ponym and retrieve its geographic coordinates, but can also
examine additionally provided geographic meta-data, such
as a toponym’s administrative division (allowing to dis-
criminate coarse-grained — such as country-level — from
fine-grained information, such as districts and villages). A
screenshot showing the resulting annotation editor dialog is
shown in Fig. 1. We incorporated the findings presented in
(Wallgrün and others, 2014) into the definition of this an-
notation schema, which comprises the following annotation
types:
� Proper Place Name (PPN) for marking named location
entities, such as the names of populated places (i.e., coun-
tries, cities, etc.) or other geographical features (i. e., moun-
tains, islands, etc.). This annotation type also includes sev-
eral additional annotation features that should be specified,
such as a free text field titled GeonamesID. By looking up
recognized place names on the Geonames search interface,
annotators should manually perform toponym resolution by
identifying the appropriate location candidate from the re-
sulting Geonames toponyms list, and enter its correspond-
ing Geonames ID, which uniquely identifies this location.
Since Geonames also allows a map-based inspection of its
retrieved toponyms, annotators were encouraged to care-
fully analyze and disambiguate results. Furthermore, an-
notators were required to specify whether a location name
is part of a single-word or multi-word hashtag (annotation
feature “hashtag complete”, e. g., “#hawaii”, or “hashtag
partial”, e. g., “#bigislandoutage”, respectively), whether
it is used attributively (e. g., “One week later: This is
how Hawaii Island residents have to live after #Iselle.”), its
name is specified informally (e. g., “#Iselle about to make
landfall on Big Hawaiian Island.”), or abbreviated (e. g.,
“Many still wo power in Puna District on Big Is.”). Mis-
spelled place names should be annotated (e. g., “Hawai”),
but following (Gelernter and Mushegian, 2011; Wallgrün
and others, 2014), we explicitly excluded place names part
of an organization name (e. g., “Hawaiian Airlines”) or a
Twitter user handle (i.e., “mention”, e. g., “@akeakamai-
hawaii”). Annotators should mark each occurrence of a
PPN, even if specified multiple times in the same tweet.
� Point of Interest (POI) corresponds to distinctive loca-
tions that cannot be found on Geonames, but are known
to a greater audience (e. g., “Iselle Relief: Plate lunches
Available at Nanawale Community Center Today”), thus,
mostly denote specific buildings or well-known spots.
� Place Qualifier (PQ) corresponds to a locative expres-
sion which further spatially restricts a given location (e. g.,
south California or upper Manhattan). Since, for crisis
management applications, we are interested in the most
fine-grained locative description possible, we are thus inter-
ested in examining such spatial restrictions, which would
require spatial reasoning capabilities to be appropriately
geo-coded in an automated fashion.
� Non-proper Place Name (NPPN) denotes general spatial

14www.geonames.org



Figure 1: Screenshot showing the annotation task view.

descriptors (e. g., “south shore”, “islands”), which lack an
explicit identifier. However, these frequently correspond to
the omission of discourse context encountered in tweets,
and actually refer to specific locations known by the com-
municating people (cf. “the river” denoting the “Red river”
example in Sec. 1.). Therefore, we demanded the anno-
tation of such NPPNs, in order to examine whether the
referred-to location could be inferred given the external
situative context of the tweet (i.e., the general event con-
text). Thus, if our annotators could infer the actual location
due to their human intelligence and provided event con-
text, the feature “Reference to Geoname ID” allowed to
add the corresponding GeoNames ID. Thus, this annotation
scheme provides a means to study geo-coding techniques
for NPPNs which operate on techniques exploiting the situ-
ative context, as proposed in (Salfinger et al., 2016b), which
sets our approach apart to other approaches discussed in
Sec. 2..

� Kind of Place (KOP) represents a redundant description
to a given PPN (e.g., “city of London”). As discussed in
(Wallgrün and others, 2014), these are frequent causes for
annotator disagreement, as it is difficult to discriminate in
which cases a KOP expression is actually a part of the PPN
itself. As Wallgrün et al. discussed, this is more frequently
the case for physical features, such as mountains and lakes
(e. g., “Lake Michigan”, for which “lake” is a part of the
PPN, in order to discriminate it from the state of Michigan),
than for populated places (e. g., regarding “city of Lon-
don”, city is redundant information). In our guidelines, we
were following the notion of (Wallgrün and others, 2014),
i.e., KOP only corresponds to a separate annotation if it is
clearly redundant, otherwise (e. g., if part of the PPN given
on Geonames), the text should be included in the PPN an-
notation. Although we presented examples in the annota-

tion guidelines to clarify on this, we still received many
annotator disagreements, who often misconceived this an-
notation with others (such as NPPN and PQ).
� Address (ADR) comprises separate annotation features
for marking street names, postcodes and house numbers.
� Place Span (PSP) represents a meta-annotation for mark-
ing a location span (e. g., “from Hilo to Pahoa”), in order to
assess their frequencies.
� Timex (TMX) for annotating temporal expressions, which
may be of sub-type “date”, “time”, or “other”, if the previ-
ous two do not apply.
� Comment (COM) Annotators also were given the possi-
bility of attaching their own, free-form remarks.
Project Execution. Regarding the technical setup, we
employed the collaborative annotation platform GATE
Teamware (Bontcheva and others, 2013), which provides a
client-server-architecture for managing the set-up and dis-
tribution of collaborative annotation tasks. Annotators used
a web interface to retrieve their assigned annotation tasks,
which were executed using a GATE-based annotation edit-
ing interface (cf. Fig. 1) in conjunction with the GeoNames
web interface. Regarding the assignment of annotation
tasks, the sampled tweet corpus (in total 4 117 tweets) has
been partitioned across twelve human annotators, who were
conducting these tasks in the course of a summer intern-
ship at our institution (age range 15 - 19, two females, ten
males). Our annotators had an educational background at
high school level and were non-native English speakers, but
have been learning English for at least five years, therefore,
had a solid language level15. In an initial preparation meet-
ing, our annotators have been presented with the required

15Place name identification has been recognized as relatively
easy annotation task also for non-local users (Gelernter and
Mushegian, 2011).



background information regarding the events covered in the
data sets, i.e., have been given a summary on the key events,
in order to understand the scope and situative context of the
assigned tweets. We feel the option of realizing such intro-
ductory meetings presents an advantage of such lab-study
based annotation projects over the use of online crowd-
sourcing platforms, as it allows the introduction of more
complex annotation tasks by first providing the annotators
with essential background knowledge. We also sought to
address the frequently reported unfamiliarity problem (Gel-
ernter and Mushegian, 2011; Wallgrün and others, 2014)
(i. e., non-local annotators may overlook place names since
they do not know the corresponding text fragment repre-
sents a location name, due to their unfamiliarity with the
corresponding location), by pointing the annotators towards
relevant geographic characteristics, locations and their pop-
ular abbreviations of the event site Hawai’i, thereby in-
creasing their geographic awareness. Furthermore, annota-
tors were given a set of guidelines regarding the devised an-
notation schema, involving detailed screenshots and exam-
ples. The annotation tasks were introduced by means of a
small pilot study, in which annotators could get acquainted
with the annotation interface (shown in Fig. 1) by exper-
imenting with example tasks, and were encouraged to ask
questions, before we assigned the actual annotations tasks.
We demanded at least three annotators per tweet, thus cor-
responding to a total annotation effort of 12351 tweets. To
avoid introducing any group bias, we split the entire data
set into several batches, and permuted group composition
of the three annotators allocated per batch across the differ-
ent batches.
Data Evaluation. We assessed the annotators’ agreement
using GATE’s Inter-Annotator Agreement plugin, measur-
ing Precision, Recall and F1 in a strict sense. Whereas we
received good Inter-Annotator Agreement for PPNs (F1:
mean: 0.74, standard deviation: 0.07, measured strictly and
incorporating equality of the specified Geonames ID), and
acceptable results regarding the TMX (F1: mean 0.46, stan-
dard deviation: 0.05)), the agreement regarding the other
annotation types was insufficient16. Thus, we can con-
firm the findings presented in (Wallgrün and others, 2014),
who classified these annotation types into the most com-
mon cause of annotator errors, and furthermore, can show
that even when provided with an annotation schema and
guidelines addressing these error sources (as suggested by
Wallgrün et al.), humans face difficulties in reaching an
agreement w.r.t. the corresponding type. It also appears that
human annotators have mainly focused on the detection of
PPNs, as all other type have been frequently overlooked,
which may explain the fact that other work solely focusing
on the annotation of temporal expressions reported higher
F1 scores.
Corpus Delivery. For ultimately aggregating the different
annotators’ mark-ups to the final gold standard data set, the
following steps were performed: First, a majority voting
component copied these annotations to the consensus set,
if a majority of annotators agreed strictly (for which we

16F1, mean: NPPN: 0.10, PQ: 0.12, PSP: 0.44, POI: 0.15, KOP:
0.06

required that the annotation span was equal, i.e., not over-
lapping, and all annotation features were equal). Second,
one of the authors performed manual adjudication of the
remaining annotations, using the GATE Developer Tool:
By comparing the annotators’ opinions using the annota-
tion stack tool, the adjudication manager resolved conflict-
ing cases by copying the correct annotation to the consen-
sus set, annotating overlooked entities or merging differing
annotations.

4. Discussion
In the present section, we outline how the semantic richness
of the employed LOD resource enables a fine-grained anal-
ysis of the resulting corpus, by providing additional meta-
data allowing for a faceted analysis.

4.1. Characteristics of the Resulting Corpus
The resulting geo-referenced tweet corpus is publicly avail-
able for research purposes17, in the widely used GATE doc-
ument XML serialization format18. We furthermore also
provide lists of the encountered annotated texts and their
frequencies of identified PQs (mostly corresponding to ori-
entation relations, such as cardinal directions), NPPNs and
POIs, as well as the proposed annotation schema.
Finding the Needle in the Haystack. For 99% of PPNs,
a corresponding GeoNames toponym could be identified,
yielding in total 244 unique identified GeoNames refer-
ences. However, whereas this may, at first sight, seem to
benefit applications such as crisis management, an inspec-
tion of the most frequent toponyms in Tab. 2 also highlights
disguised challenges: The - by far most frequent - toponym
refers to the entire state of Hawai’i, which clearly is ex-
pected. For crisis management applications, however, this
information is of limited use, as a more detailed localization
of affected areas - such as severely hit cities and villages
- would be required, which we indeed encounter on rank
3, 6 and 10 (Pahoa and its surrounding Puna District have
been damaged the by hurricane). Thus, the granularity of
provided spatial information (in terms of their correspond-
ing administrative division — e.g., state-level information
versus city-level information) should ideally be attributed
with corresponding weights, rewarding highly localized in-
formation (e.g., Pahoa) with higher priority fur further pro-
cessing than area-/country-level information (e.g., State of
Hawai’i). However, this also induces the challenges on
how to track such information on Twitter, which in times
of such crisis is flooded by corresponding news headlines
from all over the world, which, however, mostly contain
coarse-grained information (e.g., that Hawai’i is threatened
by a hurricane), but provide limited value for actual crisis
management tasks.
Need for Hashtag Decomposition. 13% of PPNs are
obscured in multi-word hashtags, thereby requiring geo-
parsers capable of extracting the toponym chunks from
these.

17https://weizenbaum.tk.jku.at/owncloud/public.php?
service=files&t=6076c0c9b7f3e03fc6204b1607a8b0e1

18Including the final, adjudicated gold-standard annotations,
the annotations of each individual annotator, and the results ob-
tained with analyzed tools, for reasons of reproducibility.



Table 2: Most frequent Toponyms.

Rank Place Name Geo Names ID Freq.
1 State of Hawai’i 5855797 1996
2 Island of Hawai’i 5855799 482
3 Puna District 5852741 412
4 Maui County 5850871 152
5 O’ahu 5851609 134
6 Hilo 5855927 99
7 Kaui County 5848514 74
8 Honolulu 5856195 67
9 Hawaiian Islands 5855811 66

10 Pahoa 5851916 57

Table 3: Annotation Type Distribution.

Anno.
Type Total Freq. Feature Total Freq.

PPN 4177 67%
GeoN. ID 4155 99%
Hashtag 1300 31%

- complete 771 18%
- partial 529 13%

other 959 23%
TMX 1113 18%
NNPN 500 8% Ref. to Geo. ID 62 12%
PQ 202 3%
POI 165 3%
ADR 25 0%
KOP 23 0%
PSP 9 0%

Low Frequencies of Other Spatial Information. Regard-
ing annotation types other than PPN and NNPN, we ob-
serve low frequencies in this dataset. The rare occurrences
of KOP annotations may be attributable to the length re-
strictions imposed by Twitter, as the limit of 140 charac-
ters per tweet probably forces users to eliminate redundant
information such as KOP. However, the scarcity of quali-
fying spatial information (PQ), fine-grained spatial infor-
mation such as POIs and ADR (which will most likely be
provided by local users familiar with the geographical sit-
uation), and specification of place spans, demands further
investigation. Intuitively, one would expect these types of
spatial information to correlate with the provision of fine-
grained situational update information (e.g., which areas
may be severely affected, at which addresses shelters would
be provided etc.). Therefore, further studies involving dif-
ferent crisis datasets would be required to analyze whether
the observed low frequencies are attributable to the sam-
pling strategy employed in the generation of the current cor-
pus, or these annotation types are indeed generally rarely
observed in crisis-specific data sets.
Need for Situative Context-Aware Toponym Resolution.
Discriminating the most frequent toponyms, i.e., rank 1 and
2 in Tab. 2, represents a major challenge, since both are
typically referred to by the text “Hawai’i” in the tweet, but
correspond to different toponyms and spatial granularity:

Rank 1 comprises the entire group of islands, whereas rank
2 solely denotes the largest Hawaiian island, making a key
difference for crisis management purposes. Therefore, to-
ponym resolution techniques capable of reasoning on the
current situative context to extract the adequate toponym
are required.

4.2. Benchmarking of Geoparsers
Ultimately, the most interesting question is how well exist-
ing geo-referencing tools perform on this ground-truth data
set. We thus examined the performance of advanced state-
of-the-art systems (C. D’Ignazio and others, 2014), no-
tably CLAVIN-NERD19, and GeoTxt20 (Karimzadeh and
others, 2013), cf. Tab. 4, both capable of resolving to-
ponyms based on the GeoNames ontology. Both tools are
built for recognizing and resolving PPN annotations only,
therefore, the following experiments solely evaluate their
performance on detecting and resolving PPN annotations.
Since CLAVIN-NERD does not provide support for pars-
ing hashtags, we thus preprocessed the tweet texts by re-
placing “#” tokens with blanks, which should — at least —
enable it to resolve single-word hashtags accordingly. Fol-
lowing (Martins and others, 2005), we provide a separate
evaluation of toponym recognition and toponym resolution,
to pinpoint performance lacks to the corresponding phase.
Whereas these tools yield high Precision, Recall is below
50%, thus, the majority of geo-spatial information actually
contained in tweets (from a human’s perspective) remains
unused.
Toponym Resolution Errors. We furthermore analyzed
the most frequently incorrectly disambiguated toponyms,
cf. Tab. 6. As assumed in Sec. 4.1., the resolution of small-
scale locations tends to be problematic, which, however,
is crucial for application domains such as crisis manage-
ment. To examine this assumption, we conducted another
experiment to separately evaluate the tools’ performance on
such small-scale locations, by excluding annotations corre-
sponding to a populated place of an administrative division
1 and 2, as provided by the Geonames ontology, which in-
deed yields a severe drop in Recall (cf. Tab. 4). A closer
analysis of the mapped locations suggests that incorporat-
ing a geo-spatial reasoning aware of the situative context
could potentially improve toponym resolution, as several of
the toponyms selected by these tools are located highly dis-
parate from the actual event location (notably, are located
even at different continents).

5. Conclusions and Lessons Learned
In the present work, we contributed a geo-referenced, man-
ually curated tweet corpus, described the employed cor-
pus building methodology, and provided an analysis of
the resulting corpus. We examined the availability and
prevalence of geospatial information in tweets from the
requirements perspective of a crisis management applica-
tion, thereby identifying several research challenges for fu-
ture work. Our evaluation of state-of-the-art geo-parsing

19https://clavin.bericotechnologies.com,
https://github.com/Berico-Technologies/CLAVIN-NERD

20http://www.geotxt.org



Table 4: Corpus statistics, A = gold standard data set, B = results obtained with the geo-referencing tool listed in the
left-most column.

Tool (B)
Match
(Correct)

Only A
(Missing)

Only B
(Spurious)

Overlap
(Partial) Prec. B/A Rec. B/A F1

Match
(Correct)

Only A
(Missing)

Only B
(Spurious)

Overlap
(Partial) Prec. B/A Rec. B/A F1

All PPN annotations. Small-scale PPN annotations.
Toponym Recognition — F1.0-score strict on PPN annotations,
without considering Geonames ID.

CLAVIN-NERD 1963 2052 221 162 0.84 0.47 0.60 618 1235 175 58 0.73 0.32 0.45
GeoTxt Stanford h 2234 1700 441 243 0.77 0.53 0.63 640 1162 397 109 0.56 0.33 0.42
GeoTxt Gate h no results retrieved

Toponym Resolution — F1.0-score strict on PPN annotations,
incorporating Geonames ID.

CLAVIN-NERD 1727 2431 600 19 0.74 0.41 0.53 408 1499 439 4 0.48 0.21 0.30
GeoTxt Stanford h 2023 2136 877 18 0.69 0.48 0.57 453 1452 687 6 0.40 0.24 0.30

Table 5: Toponym Resolution errors, GS = gold standard
data set, F. = Frequency.

GS Clavin-Nerd F.
Island of Hawai’i
(5855799), HI, US

Big Island
(4747418), Virginia, US 90

Island of Hawai’i
(5855799), HI, US

Republic of Estonia
(453733) 27

Puna District
(5852741), HI, US

Pune, India
(1259229) 20

Kailua-Kona
(5847504), HI, US

Cona, Italy
(3178217) 11

Island of Hawai’i
(5855799), HI, US

Hawaii, FL, US
(6463769) 7

Table 6: Toponym Resolution errors, GS = gold standard
data set, F. = (Total) Frequency.

GS GeoTxt Stanford h F.
Puna District
(5852741), HI, US

Pune, India
(1259229) 64

Pacific Ocean
(2363254), HI, US

Pacific, MO, US
(4402300) 28

Island of Hawai’i
(5855799), HI, US

Big Island
(4747418), Virginia, US 18

Kailua-Kona
(5847504), HI, US

Cona, Italy
(3178217) 13

State of Hawai’i
(5855797), HI, US

Hawaii, FL, US
(6463769) 6

tools’ performance on our gold standard corpus revealed
that further research on tackling the specifics of tweets is
utterly needed, as current tools provide unsatisfactory Re-
call, especially regarding small-scale locations. Thus, only
a fraction of geo-spatial information can be used at the mo-
ment, hindering valuable use cases for Twitter data, such
as benefiting crisis management. Since Recall can only be
measured given a comprehensive ground truth data set, we
therefore hope that the contribution of our gold standard
corpus may aid in the development of effective location en-
tity recognition and geo-coding techniques for tweets.
Naturally, our current gold standard corpus is limited in
terms of generalizability, since only a single crisis event is
covered and we only incorporated English-language tweets.
For future work, we thus seek to extend our corpus build-
ing endeavor towards other crisis events and languages, al-

lowing to further examine potential country- or language-
specific characteristics in social media usage. By devising
and describing a corpus building methodology involving
publicly available annotation tools and LOD resources, we
hope to encourage other research groups to join these ef-
forts in creating shareable, inter-operable LRs for studying
situative geo-coding, similarly to related efforts for collabo-
ratively created ground truth data sets for examining social
media characteristics across crises, such as the extensive
CrisisLex26 data set for informativeness classification of
crisis-related tweets (Olteanu and others, 2015).
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